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PROFESSIONAL SUMMARY
· Designed and deployed scalable cloud applications using AWS services such as EC2, Route53, S3, ELB, EBS, VPC, RDS, IAM, CloudWatch, CloudTrail, and Lambda. Achieved 99.99% uptime and optimized application performance through automated deployments and monitoring.
· Configured and managed AWS DynamoDB, SNS, SQS, KMS, and CloudFormation templates for seamless resource provisioning and data management. Improved application reliability and security across production workloads.
· Implemented and managed Azure services including Active Directory (AD), ARM, Azure Storage, and Azure DevOps for hybrid cloud environments. Automated provisioning processes, reducing setup time by 30% and enhancing scalability.
· Deployed and maintained Azure Virtual Machines, SQL Databases, Azure Functions, and Azure Kubernetes Service for high-performance cloud infrastructure. Monitored system performance using Azure Monitor to ensure reliability.
· Utilized Google Cloud Platform services such as Compute Engine, Kubernetes Engine, Cloud Functions, Secret Manager, and Cloud SQL for efficient workload distribution. Ensured high availability and fault tolerance for cloud-hosted applications.
· Focused on containerization by developing Docker images and managing Kubernetes clusters to support microservices-based architectures. Achieved efficient scaling and resilience across cloud-native applications.
· Managed branching, merging, tagging, and version control using Git, Subversion (SVN), and Bitbucket for code consistency across environments. Streamlined collaborative development and minimized integration issues.
· Installed and configured Jenkins and GitLab to automate database builds, tests, and deployments. Implemented Continuous Integration and Continuous Delivery pipelines for end-to-end automation.
· Utilized Docker for container virtualization to improve application portability and deployment efficiency. Managed Docker Daemon, Docker Hub, and Docker Registries to optimize image distribution.
· Created reusable Terraform modules for provisioning AWS infrastructure resources like VPCs, subnets, and security groups. Standardized Infrastructure as Code (IaC) practices for reliable and repeatable deployments.
· Automated configuration management with Ansible, Chef, and Puppet to streamline deployment and maintenance processes. Reduced manual errors and ensured consistency across multiple environments.
· Deployed Ansible Tower for centralized automation management and workflow orchestration. Simplified complex deployment procedures and improved operational productivity.
· Installed and configured Nagios, Splunk, and Datadog on Unix servers for robust monitoring and log analytics. Enabled proactive alerting to address performance bottlenecks and incidents quickly.
· Managed critical networking protocols such as DNS, DHCP, SMTP, and FTP/TFTP to ensure smooth communication across cloud and on-premises systems. Enhanced reliability through proactive troubleshooting and optimization.
· Maintained expertise in WAN, LAN, TCP/IP, ICMP, and SSH configurations to secure and stabilize network infrastructures. Strengthened network security and reduced vulnerabilities by 40% through advanced configurations.
· Conducted firewall setups, OS security audits, and scheduled Cron tasks for automated maintenance activities. Ensured compliance with corporate security standards and reduced potential security risks.
· Configured and optimized network protocols such as TCP/IP, UDP, IPv4, IPv6, PXE, and SSH. Enhanced system performance and secured data transmissions across distributed environments.
· Deployed application code using scripting languages like Golang, Shell, Bash, Perl, JSON, Ruby, Groovy, and Python. Automated deployments across Apache web servers and WebLogic application servers to increase deployment efficiency.
· Managed and optimized database systems including SQL Server, MySQL, PostgreSQL, MongoDB, and DynamoDB. Ensured high performance, data integrity, and optimized query response times.
· Developed CI/CD build pipelines utilizing Gradle, GitLab-CI, Docker, and OpenShift for faster release cycles. Simplified development workflows and improved build reliability across distributed teams.
· Leveraged Maven and ANT build tools to generate deployable artifacts like WAR and JAR files. Integrated these tools within CI/CD pipelines to automate packaging and deployment processes.
· Designed scalable network topologies integrating AWS VPCs and subnets with hybrid on-prem connectivity. Implemented security group policies and routing configurations to enhance system reliability.
· Built fault-tolerant, event-driven architectures using AWS Lambda and SQS to support asynchronous processing. Improved application scalability and reduced operational overhead through automation.
· Configured CloudWatch metrics and alarms for continuous monitoring of resource utilization and system health. Automated response actions to minimize downtime and improve service availability.
· Used CloudTrail for centralized logging of AWS account activities, ensuring compliance and traceability. Enabled audit-ready environments through event tracking and secure log storage.
· Managed Kubernetes deployments across multiple clusters using Helm for versioned application releases. Improved scalability and consistency in container orchestration across production workloads.
· Developed Docker-based CI/CD environments integrating Jenkins pipelines for continuous deployment. Streamlined image management, registry operations, and container orchestration practices.
· Created Python and Bash scripts for automated provisioning, backup management, and patch updates. Reduced manual effort and improved reliability in infrastructure maintenance operations.
· Monitored cloud workloads using Datadog dashboards and Splunk analytics for deep visibility into logs and metrics. Improved troubleshooting speed and proactive incident management.
· Enhanced multi-cloud operations by integrating AWS, Azure, and GCP workflows for hybrid deployments. Achieved high availability and performance consistency across diverse cloud platforms.


TECHNICAL SKILLS

· Cloud Platforms: AWS, Azure, GCP.
· Build Tools: Ant, Maven, Gradle.
· Version Control Tools: Git, Bit Bucket, Azure Repos
· CI/CD Tools: Jenkins, Azure DevOps Pipelines, Gitlab.
· Configuration & Automation Tools: Terraform, Ansible, Chef, Puppet, Cloud Formation.
· Container Platforms: Docker, Kubernetes, OpenShift.
· Monitoring Tools: Splunk, Prometheus, Grafana, Kibana, Datadog, CloudWatch.                                                             
· APM Tools: AppDynamics, ELK, New Relic, Dynatrace.
· Web Servers: Nginx, Tomcat, WebSphere, IIS.
· Documentation: Confluence, SharePoint
· Operating Systems: Red Hat Linux, Ubuntu, CentOS, Windows, UNIX.
· Databases: Cosmos DB, MySQL, Oracle, PostgreSQL, RDS, Dynamo DB, Mongo DB.
· Tracking Tools: Azure Boards, Jira, ServiceNow.
· Code Scanning: SonarQube, JFrog X-ray, ECR Inspector.
· Languages: Python, Shell, Java, PowerShell, YAML, Perl, Ruby.
· Artifactory: JFrog, Nexus, Registry Hub.
· Networking/ Protocol’s, DHCP, NFS, WAN, SMTP, LAN, FTP/TFTP, TCP/IP, ICMP, SSH.


PROFESSIONAL EXPERIENCE
Walgreens: June 2023 – Current (Location: Deerfield, IL) 
Sr Site Reliability Engineer                                                                                                     
· Utilized AWS services such as EC2, ELB, S3, EBS, VPC, AMI, SNS, SQS, RDS, IAM, Route 53, Auto Scaling, CloudFront, CloudWatch, CloudTrail, and CloudFormation to ensure seamless cloud infrastructure management. Designed scalable solutions to support business continuity and optimal performance across all environments.
· Designed Infrastructure as Code (IaC) using CloudFormation and Terraform to standardize provisioning across AWS and Azure. Enabled reproducible, consistent, and version-controlled deployments for critical enterprise workloads.
· Defined and implemented Service Level Objectives (SLOs) for key production systems to align performance metrics with business expectations. Improved service reliability by tracking and reporting real-time SLI compliance.
· Configured SQS and SNS message queues to facilitate asynchronous communication between microservices. Integrated queue management with Jenkins pipelines, enhancing reliability and scalability for distributed systems.
· Automated Blue-Green and Canary deployments using AWS Code Pipeline and CloudFormation templates. Reduced downtime during upgrades by enabling seamless version rollouts and validating deployments against defined SLOs.
· Integrated TCP/IP routing into Azure DevOps pipelines to enable controlled Canary releases. Ensured smooth service transitions while maintaining SLA and performance benchmarks.
· Monitored system health and service-level adherence using Splunk integrated with SNS for automated alerting. Enabled early detection of performance issues across AWS and Azure environments through proactive monitoring.
· Provisioned infrastructure using Terraform for consistent and automated deployments across hybrid environments. Leveraged SQS and SNS for fault-tolerant architectures that improved isolation and reliability in multi-cloud setups.
· Integrated Maven with Jenkins and GitLab CI/CD tools to support Java-based application builds. Automated packaging, testing, and deployment workflows to accelerate delivery cycles.
· Developed Go-based automation scripts to collect and process Prometheus metrics. Pushed processed data to Google Stackdriver for advanced system observability and performance analysis.
· Enhanced SRE capabilities by defining and implementing SLIs, SLOs, and error budgets across all key services. Improved reliability and reduced incident frequency through data-driven service monitoring.
· Established a FinOps practice within the cloud operations team to improve financial accountability. Implemented the FinOps Framework to enhance cost visibility and promote collaborative budgeting decisions.
· Applied FinOps best practices to achieve a 20% reduction in cloud expenditure. Improved resource utilization by enforcing data-driven cost management strategies.
· Facilitated cloud optimization workshops for development and infrastructure teams. Helped improve cloud efficiency decision-making by 15% through collaborative performance assessments.
· Configured Kubernetes clusters for auto-scaling and load balancing to improve system utilization. Integrated CI/CD pipelines with AKS using GitOps principles for consistent and automated application releases.
· Built and managed CI/CD pipelines using Jenkins, GitLab, and GitHub to streamline continuous integration and deployment. Automated build validation, testing, and delivery workflows for improved productivity.
· Automated container provisioning using Ansible for Docker environments. Reduced manual configuration time by 50% through reusable playbooks and automated task execution.
· Integrated Grafana, Prometheus, and Splunk to monitor real-time system performance. Built customized dashboards to visualize metrics, identify issues, and enhance system reliability.
· Collaborated with platform and network teams to define SLOs and SLIs for CDN performance. Improved service accountability by establishing measurable performance targets and tracking compliance metrics.
· Automated VM scaling using Azure PowerShell scripts to optimize resource usage. Implemented VMware virtualization for critical workloads, ensuring availability and peak performance during high traffic periods.
· Deployed API logging and monitoring through Prometheus and Grafana. Reduced mean-time-to-detect (MTTD) by 25% through efficient issue tracing and root cause identification.
· Configured Route 53 for DNS management and global traffic distribution. Ensured high-availability architecture with efficient routing policies for mission-critical cloud applications.
· Administered MySQL and MongoDB databases on AWS RDS and EC2 instances. Implemented automated backup and retention policies to ensure high data durability and disaster recovery readiness.
· Integrated enterprise Active Directory with Azure AD for centralized authentication. Enabled seamless single sign-on (SSO) capabilities to simplify user access management across applications.
· Designed and tested API endpoints integrated into CI/CD pipelines. Streamlined data flow and improved automation between build, testing, and deployment environments.
· Implemented IT service management processes through ServiceNow integration. Automated incident response workflows and improved VPC network security through structured access configurations.
· Conducted detailed security audits on AWS IAM roles and policies. Ensured compliance with cloud security standards and enforced least-privilege access controls.
· Deployed Kubernetes applications using Helm charts for version-controlled management. Standardized deployment templates that improved consistency and reduced release time across environments.
· Configured GitOps-based continuous delivery workflows using Argo CD. Streamlined application lifecycle management with automated synchronization between Git repositories and production environments.
· Integrated Kubernetes with Istio to enable service mesh capabilities for microservices communication. Enhanced observability, security, and traffic management between distributed applications while maintaining system resilience.

Environment: AWS(EC2, S3, RDS, IAM, Lambda, VPC), Azure (Azure DevOps, ARM), Jenkins, Argo CD, AKS, Gitlab CI, GIT, GitHub, Docker, Kubernetes, Kubernetes cluster, Horizontal Pod Autoscaling, HashiCorp, Slack, Maven, Cloud Formation, Terraform, Ansible, DNS, Splunk, Grafana, WebSphere, MySQL, MongoDB, Linux, ServiceNow, Python, PowerShell, YAML, FinOps, Go.


Cisco: August 2020 – May 2023 (Location: San Jose, CA) 
Site Reliability Engineer                                                                                                                                                                                                                              
· Implemented CI/CD pipelines using Jenkins, Azure DevOps, and GitHub Actions to automate build, test, and deployment processes. Reduced release time by 30% while improving consistency and team collaboration.
· Enhanced SRE practices by defining Service Level Indicators (SLIs), Service Level Objectives (SLOs), and error budgets. Increased system reliability by continuously tracking performance metrics and maintaining operational standards.
· Developed Java-based microservices running on Docker and Kubernetes to achieve scalability and portability across environments. Improved deployment efficiency by automating build and containerization workflows.
· Built RESTful APIs in Java for high-volume data processing applications. Integrated APIs with both SQL and NoSQL databases to ensure persistent and efficient data handling.
· Optimized Java applications using JVM profiling and integrated Prometheus for real-time monitoring. Improved system performance and reduced latency through continuous tuning and metrics-driven insights.
· Automated ServiceNow ticket creation using Bash scripts for server and system issues. Streamlined incident management and reduced manual intervention in operational support.
· Provisioned and managed Azure Virtual Machines with Azure Load Balancer to distribute traffic efficiently. Ensured high availability and optimized performance for production workloads.
· Deployed web applications on Azure App Service with end-to-end automation through Azure DevOps. Implemented continuous testing and deployment workflows to maintain consistent software delivery.
· Managed Azure SQL Service and Azure Data Factory for data transformation and migration. Enhanced data flow reliability and maintained high data quality across analytics platforms.
· Configured data encryption using Azure Key Vault and Google Cloud KMS to secure critical assets. Implemented encryption for both data at rest and in transit across Azure Blob Storage and Google Cloud Storage.
· Orchestrated containerized workloads on Azure Kubernetes Service (AKS) using Helm for application management. Implemented ELK Stack for cluster-level monitoring and real-time log analysis.
· Managed Kubernetes deployments using Helm for configuration consistency. Ensured scalable production workloads through Ingress Controllers and efficient traffic routing strategies.
· Configured and enforced microservices security policies using Open Policy Agent (OPA) and Istio. Strengthened compliance and ensured secure communication between services in production.
· Automated multi-cloud infrastructure provisioning with Terraform and Puppet. Standardized environment configurations across Azure and GCP to minimize human error and enhance deployment speed.
· Developed and maintained .NET applications integrated with PostgreSQL and Redis databases. Improved performance and scalability through optimized caching and efficient data retrieval.
· Improved collaboration and documentation processes using Confluence for project tracking and knowledge sharing. Enhanced team productivity and reduced communication gaps in multi-team environments.
· Managed server configuration using Docker and OpenShift, ensuring consistency across environments. Applied Python, PowerShell, and Groovy for application-level security automation.
· Automated VM lifecycle management through vCenter and PowerCLI. Reduced provisioning time by 40% while maintaining consistency and reliability across infrastructure deployments.
· Used ServiceNow to manage and monitor SLA compliance for incident resolution. Increased operational transparency and customer satisfaction through data-driven reporting.
· Automated testing and deployment pipelines using Gradle and ServiceNow integrations. Enhanced software quality and minimized downtime through continuous validation workflows.
· Deployed and managed applications using IIS with integrated ELK Stack monitoring. Improved visibility into performance and application errors across production systems.
· Configured role-based access control (RBAC) within Azure and GCP environments. Leveraged YAML for managing Kubernetes and Docker configurations, improving scalability and security compliance.
· Managed container orchestration in OpenShift, leveraging Kubernetes capabilities for seamless deployments. Integrated PostgreSQL and Redis connections to optimize data transactions and application throughput.
· Automated and enhanced containerized workflows using Docker for development and testing environments. Reduced feature release cycles and improved developer productivity through streamlined CI/CD integration.
· Monitored system and application performance using Azure Monitor, Datadog, and Grafana dashboards. Enabled proactive issue resolution through intelligent alerts and real-time observability across multi-cloud platforms.

Environment: Azure, GCP, Jenkins, GitHub Actions, Git, Bitbucket, Docker, Kubernetes, Helm, OpenShift, Ingress Controller, OPA, Istio, Gradle, Confluence, Terraform, Puppet, ELK Stack, Azure Monitor, Datadog, IIS, .Net, PostgreSQL, Redis, Windows, ServiceNow, Python, PowerShell, YAML, Groovy, Perl, Security.


Progressive: October 2017 – July 2020 (Location: Mayfield Village, OH) 
DevOps Engineer                                                                                                                                                                                                                   
· Designed and implemented CI/CD pipelines using Jenkins, Argo CD, and CircleCI to automate deployments and streamline development workflows, achieving a 40% reduction in deployment time and improving team collaboration.
· Integrated Google Stackdriver with Kubernetes clusters to monitor real-time performance, resource utilization, and service health, ensuring proactive system maintenance and stability.
· Configured ServiceNow workflows to automate ticket generation for application and infrastructure failures, significantly reducing manual intervention and improving response time.
· Managed cloud infrastructure leveraging Terraform to provision GCP services including Compute Engine, Cloud Storage, Cloud DNS, Artifact Registry, and Secret Manager for scalable deployments.
· Deployed and managed containerized workloads using GKE, utilizing Helm charts for versioned configurations and seamless application updates.
· Implemented security best practices using GCP IAM by defining fine-grained access control for users and service accounts, maintaining secure cloud operations.
· Automated infrastructure provisioning with Terraform and Cloud Deployment Manager, enabling consistent deployments across multiple GCP environments.
· Set up monitoring dashboards in Grafana and New Relic to analyze system health and performance, reducing downtime by 30% through early issue detection.
· Developed serverless functions with Cloud Functions and integrated them with Compute Engine to handle event-driven workloads efficiently, reducing operational costs.
· Utilized Jira for sprint planning, issue tracking, and workflow management, ensuring better collaboration and visibility across project teams.
· Configured ELK Stack (Elasticsearch, Logstash, Kibana) to collect and visualize logs for improved debugging, monitoring, and performance analytics.
· Automated configuration management processes using Chef, ensuring consistent environment setup across multiple deployments and reducing manual configuration errors.
· Deployed Nginx as a reverse proxy in Kubernetes clusters to optimize load distribution, improving application scalability and reducing latency under heavy traffic.
· Enhanced deployment efficiency by developing automation scripts in Bash to support Java-based applications, reducing manual deployment steps and improving reliability.
· Leveraged Azure Cosmos DB and GCP BigQuery for distributed data management and analytics, optimizing performance for large-scale data processing workloads.
· Performed performance tuning on Tomcat-based applications, improving throughput and stability through optimized configuration and resource allocation.
· Integrated automated testing with Maven in CI pipelines to ensure continuous integration and delivery, enhancing code quality and minimizing production defects.
· Optimized RESTful API calls within microservices to reduce latency and enhance overall system reliability, particularly for high-traffic applications.
· Implemented Docker-based CI/CD processes using GitHub Actions for containerized deployments, enabling faster and more consistent release cycles.
· Created and maintained Ruby and YAML scripts for infrastructure automation and configuration, enhancing scalability and simplifying deployment processes across cloud environments.

Environment: GCP, Big query, GKE, IAM, Cloud Functions, Compute Engine, Cloud Deployment Manager, GCP, Jenkins, Argo CD, Circle CI, Git, GitHub, Docker, Kubernetes, Helm, Kubernetes Cluster ,HashiCorp, Maven, Terraform, Chef, New Relic, ELK Stack, Grafana, Nginx, Tomcat, Azure Cosmos DB, SQL, Windows, Jira, Java, Bash, YAML, Ruby


Paychex: December 2015 – September 2017 (Location: Rochester, NY) 
Cloud DevOps Engineer                                                                                                                                                                         
· Implemented CI/CD pipelines using Jenkins, Git, and Bitbucket to automate code integration and deployment across multiple environments. Streamlined version control processes, improving delivery efficiency and reducing manual intervention.
· Managed Kubernetes orchestration with Helm to ensure consistent deployment and scaling of containerized applications. Enhanced reliability of microservices architecture in production environments through optimized configurations.
· Automated infrastructure provisioning using Terraform and configuration management with Ansible. Achieved uniform and repeatable deployments across AWS accounts, reducing setup time and configuration drift.
· Deployed containerized applications on Amazon EKS through AWS CloudFormation templates, standardizing infrastructure creation. Ensured consistency and scalability across development, testing, and production environments.
· Configured AWS IAM policies to enforce fine-grained access controls and implemented least privilege principles. Strengthened cloud security posture while maintaining compliance with organizational and regulatory standards.
· Automated deployment workflows using AWS Elastic Beanstalk integrated with CI/CD pipelines. Enabled faster application rollouts while tracking all deployment activities through AWS CloudTrail for transparency and auditing.
· Utilized AWS CloudTrail for logging and monitoring API activities across AWS accounts. Enhanced visibility into container orchestration on Amazon EKS for better auditing, compliance, and security event detection.
· Managed artifact repositories using JFrog and Nexus Artifactory to streamline storage and distribution. Improved version control and dependency management for applications deployed across multiple environments.
· Monitored system and application performance using AWS CloudWatch and Nagios with custom alert configurations. Developed Python and Shell scripts to automate performance monitoring and system maintenance tasks.
· Streamlined project tracking and sprint management using Jira to enhance team collaboration and workflow transparency. Supported Agile methodologies for improved planning and delivery efficiency.
· Implemented Docker-based containerization for microservices applications, orchestrating deployments through Kubernetes. Improved application scalability and reliability across dynamic workloads.
· Developed and maintained Shell, Perl, and Python scripts for automating daily operational tasks. Integrated AWS CloudWatch alerts to detect anomalies and ensure rapid response to infrastructure incidents.
· Managed infrastructure as code using Terraform to maintain consistent AWS resource provisioning. Integrated Nagios monitoring for proactive system health checks and improved service availability.
· Implemented build automation using Ant and integrated testing workflows in Jenkins for Java-based projects. Reduced build time and improved release reliability through automated CI/CD processes.
· Applied security best practices by configuring IAM roles, security groups, and VPC policies across AWS environments. Strengthened system access control while maintaining compliance with internal governance standards.

Environment: AWS, Jenkins, Bitbucket, Git, SVN, Docker, Kubernetes, Helm, Ant, Terraform, Ansible, AWS CloudWatch, Nagios, Oracle, Linux, Jira, Python, Shell, Perl, JFrog.


Ceva Logistics: May 2014 – October 2015 (Location: Mumbai, India) 
Linux System Administrator                                                                                                        
· Created depot files for patches and managed package installations using depot tools in HP-UX, ensuring consistent system updates across environments. Built RPM packages using RPMBuild in Linux to streamline software deployment processes.
· Installed, configured, and managed file systems and RAID volumes using VXVM and Solaris Volume Manager (SVM) in Solaris, and Logical Volume Manager (LVM) in Linux and HP-UX. Ensured high availability and optimal disk utilization across all systems.
· Performed Linux/Unix system tuning and kernel customization to enhance performance and stability. Optimized system parameters for application workloads and improved resource efficiency.
· Configured and managed Zettabyte File System (ZFS) in Solaris 10 for advanced storage management. Created pools, snapshots, and clones, and exported ZFS datasets between local zones for enhanced data flexibility.
· Administered and maintained DNS and NTP configurations to ensure network synchronization and service reliability. Provided continuous support for MySQL database servers to maintain uptime and performance.
· Installed and configured Nagios for proactive system monitoring and alerting across critical infrastructure components. Troubleshot virtual machine and network issues to minimize downtime and improve reliability.
· Compiled, built, and installed PostgreSQL database version 8.3.1 from source on SUSE Enterprise Linux 10sp1. Automated startup processes with custom shell scripts to support multiple application environments.
· Applied security patches and package updates on Linux servers to maintain compliance and protect against vulnerabilities. Ensured minimal downtime and verified successful deployment through post-patch validations.
· Developed automation scripts in Shell to handle system administration tasks such as service restarts, log rotations, and health checks. Reduced manual intervention and improved operational efficiency.
· Supported platform development, application, and QA teams by maintaining dedicated SUSE and Solaris environments. Ensured consistent system configurations and optimized resource management for testing and deployment workflows.

Environment: Linux, Solaris and HP-UX, WebLogic, WebSphere, Solaris 10, DNS & NTP, MySQL, Nagios, PostgreSQL database 8.3.1, IPMI, JBoss


EDUCATION
Bachelor’s in Computer Science ---- JNTUH				     				           June 2010 – April 2014
